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DNN-specific Safety Concerns
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DNN-specific Safety Concerns (1/2)
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False
negative

e.g., fog, snow, 
camera issues

We define DNN-specific Safety Concerns (SCs) as underlying issues of DNN-based perception 
which may negatively affect the safety of a system.

Functional Insufficiency
according to ISO/PAS 21448
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Willers O, Sudholt S, Raafatnia S, Abrecht S (2020) 
Safety Concerns and Mitigation Approaches Regarding 
the Use of Deep Learning in Safety-Critical Perception 
Tasks. SAFECOMP 2020 workshop: WAISE 2020



DNN-specific Safety Concerns

Functional 
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Work-in-progress

Based on:

O.Willers, S. Sudholt, S. 
Raafatnia, S. Abrecht: Safety 
Concerns and Mitigation 
Approaches Regarding the Use 
of Deep Learning in Safety-
Critical Perception Tasks

T. Sämann, P.Schlicht, F. 
Hüger: Strategy to Increase 
the Safety of a DNN-based 
Perception for HAD Systems

G. Schwalbe, B. Knie, T. 
Sämann, T. Dobberphul, L. 
Gauerhof, S., V. Rocco: 
Structuring the Safety 
Argumentation for Deep 
Neural Network Based 
Perception in Automotive 
Applications
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Entropy Maximization and Meta Classification for Out-of-
Distribution Detection in Semantic Segmentation

Enforce segmentation networks to output high 
prediction uncertainty on Out-of-Distribution 
inputs by means of a modified loss function
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Entropy Maximization and Meta Classification for Out-Of-Distribution Detection in 
Semantic Segmentation, R Chan et al.,arXiv preprint arXiv:2012.06575, 2020
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Object Detection Uncertainty based on Gradient 
Information
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False Prediction at 0.7  
confidence

Tackling overconfidence via 
novel online uncertainty 
mechanism using gradient 
information
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Augmentation Training (AugMix)

+ Improved robustness
+ Improved generalization
+ Data efficient augmentation strategy

Training

Combined 
using AugMix

DeepLabv3
ResNet 101 

(KIA model by Intel)

Evaluation on 
unseen „real-world“ 

corruptions

AugMix: A Simple Data Processing Method to Improve Robustness and Uncertainty, D. Hendrycks et al, 
https://arxiv.org/abs/1912.02781

KI Absicherung | Interim presentation | 11.03.2021 9



Wiener Filters (WF) as an online denoising module

DFT IDFT

Adversarial examples 
are imperceptible in 
the spatial domain

Strong visible artifacts 
in the frequency 
domain

Spatial domain
Frequency domain

These artifacts are 
image-type and
attack-type independent

Averaged over 2975 images

Momentum
FGSM

Metzen LLM Iterative Mirror Mopuri

From a Fourier-Domain Perspective on Adversarial Examples to a Wiener Filter Defense for Semantic 
Segmentation, N. Kapoor et al. https://arxiv.org/abs/2012.01558
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Semantic Analysis of DNN Predictions with Visual Analytics
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Semantic Analysis of DNN Predictions with Visual 
Analytics

• Development of a visual interactive interface

• Inspection of DNN predictions and data sets w.r.t. pre-computed meta data (semantics)

• Interactive, Modular, Extensible

 Feedback loop between data generation, DNN training and analyses
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Heatmap-based Attention Consistency Validation
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Detection of 
implausibilities
between detections 
and attention
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Further exemplary mechanisms

• Mixture of Experts

• Domain Randomization in Optimized Dataset Selection

• MC Dropout

• Uncertainties For Anomaly Detection

• Hybrid Learning using Concept Enforcement

• Active Learning

• Adversarial Training

• Hybrid and robustness-focused Compression

• …
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Injecting Mechanisms into 
the Safety Argumentation: 
Evidence Workshops
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Developing and evaluating measures and methods for the 
verification of the AI function
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How to build the big bridge between 
AI Land and Safety Land?

AI Land Safety Land

Mech. 1

Mech. 2

Mech. 3

Mech. 4

Mech. 5

Metric 2 Mini-GSN 2

Test strategy 2
Method 

developer

Safety 
buddy

Test 
buddy

Evidence workshops were conducted to 
streamline and integrate the mechanisms 
into the safety argumentation in TP4

KI Absicherung | Interim presentation | 11.03.2021

Evidence workshops from P4



Summary & Outlook
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Summary and Outlook
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Approx. 70 
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• Identification of DNN-specific 
Safety Concerns 

• Development of Methods and 
Measures (Mechanisms)

• Comparative Benchmarks
• Combinations of Mechanisms
• Mechanisms for 3D Object 

Detection
• Evaluation of the Mechanisms 

w.r.t. Safety Requirements and 
Concerns

• Application of the Mechanisms 
in the Assurance Case
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SAIAD Workshop 2021

https://sites.google.com/view/saiad2021
Submission Deadline: March 15, 2021, Anywhere on Earth (UTC-12)
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