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Challenge

KI Absicherung Gemeinsame Sprache

Absicherungsmethodik für 
sicherheitsrelevante KI-Module

Promising new technology with
unimagined possibilities

Established safety processes cannot
be applied

Safe, trustworthy driving function

Safety
LandAI Land

Industry consensus (Safe AI): Methodology for
joint safety argumentation

Pixabay Pixabay
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Project Approach to a Safety Argumentation for AI-based Functions
(Big Picture)
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Specification of AI function and the 
Operational Design Domain(ODD)

• Fine-grained specification of the ODD
• Human and machine readable JSON format
• Extending existing approaches: OpenDrive, 

OpenScenario
• Provided as input to ASAM
• Basis for data generation and

safety argumentation
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• Hazard/Risk analysis
• Definition of Safetey Relevant Pedestrian 

categories
• Meta-Data computation in 

JSON
• Per image per pedestrian
• Basis for safety relevant metrics

Deriving Safety Goals and
Safety Requirements
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Development of the AI-Function

• Data and meta data generation
• Data split (train/test/assurance)
• 2D / 3D Bounding Box detection
• Semantic / Instance Segmentation
• Pose Estimation
• Uniform fine grained JSON output
• Detection/confidence per image per person
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• Robustness measures, confidence estimation, 
design time measures, …

• Uniform output format for benchmarking
• Safety relevant metric definition
• Metric tool for evaluating JSON output

Measures and Methods for
Safeguarding the AI-

Function …
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• Assurance case formulated in GSN 

(Goal Structuring Notation)

• GSN Editor tool developed

• ML specific safety patterns integrated

• General structure along DNN specific safety 

concerns

• Data Driven Engineering Test Process

… yield »Evidences«
for the Safety Argumentation



Bringing Experts Together
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Process Operationalization: Evidence Workstreams

Safety 
Land

AI Land

Evidences for Dealing with
DNN-Specific Safety Concerns

https://ki-familie.vdali.de/ki-newsletter-nr-2/
ki-absicherung-dnn-specific-safety-concerns

Workstream Organizer + 
Method Developers / Test Buddy  / Safety Buddy

Uncertainty Methods

Robustness Methods

Explainability Methods

Data Coverage

Scenario Based Testing

Perormance Limiting Factors
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Provide „filled“ GSN-fragment for landing points

DNN-characteristics 
related concerns 
unreliable confidence information, 
brittleness of DNNs, incomprehensible, 
unplausible behavior

Data-related concerns
Data distribution vs. Real world ODD, 
ODD specification, rare critical 
situations, distribution shift, label 
quality, meta-data, …

Metric-related concerns
Safety un-aware metrics
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